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Abstract 
Despite the high frequency of missing data observed in most clinical trials, the problem continues to be overlooked. While 
single imputation techniques consistently underestimate the variance, multiple imputation approaches yield more 
accurate estimators. Even so, the unverifiable assumption of missing at random renders these strategies to be unreliable 
in many instances. In this short review, a clinical perspective is proposed to revise the main concepts related to missing 
data in the context of clinical trials. 
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INTRODUCTION 

Missing data are a major problem of significant concern in 
clinical research. According to the intent-to-treat 
principle, all randomized patients need to be included in 
the analysis of data, and outcomes should be assessed in 
the group they were originally allocated to (Dziura, 2013). 
However, when this principle is violated, the benefits of 
randomization are lost, rendering the sample to have 
important imbalances of variables, thus diminishing the 
statistical power, increasing the type II error and finally 
biasing the results (O’Neill, 2012). Despite significant 
advances in the development of statistical software 
packages, the problem continues to be overlooked 
(Jaukoos 2007, Bell 2014). Therefore, in this mini-review, 
the frequency of missing data, main mechanisms, 
prevention strategies, alternatives to handling the 
problem and most commonly used techniques to 
minimize potential biases are presented in a clinical 
fashion. 

Epidemiology 

Most clinical trials are expected to have missing data, 
regardless of how carefully they have been designed. In a 
descriptive study that evaluated handling of missing data 
in clinical trials published in major medical journals, as 
much as 95% had missing outcomes, and only 33% had  

 
reportedly used strategies to avoid high attrition rates 
(Bell, 2014). The problem becomes meaningful when the 
proportion is unexpectedly high (a subjective threshold 
has been set at 20%), and it was not planned in the study 
protocol how to deal with dropouts (Dziura, 2013). 

Pathophysiology 

There are three different mechanisms based on the 
relationship of missing data to the outcome and the 
independent variables, and also with the pattern of 
censoring: missing completely at random (MCAR), 
missing at random (MAR), and missing not at random 
(MNAR). The former two mechanisms are also known as 
ignorable, while the latter mechanism is also called non-
ignorable (Dziura, 2013). Although the actual mechanism 
is unverifiable, documenting the reasons of dropping out 
is usually helpful to formulate hypotheses (Little, 2012). 
1. Missing completely at random 
This mechanism is unrelated to the study variables (i.e., 
outcome or independent variables), and therefore, it is 
deemed to be a random sample of the study population. 
The most illustrative example is the measurement of 
blood pressure in a given population sampling. One 
possible explanation for missing blood pressure values is 
the breakdown of the sphygmomanometer. If that is the 
case, the observed and unobserved (missing) values are 
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theoretically comparable, and consequently, their 
distributions are similar. This assumption is, however, 
unrealistic, because it is unlikely that missing data are not 
related to any of the variables. In most cases, such an 
optimistic approach should be avoided, because it may 
lead to biased estimates (Little, 2012). 
2. Missing at random 
Data are considered MAR when the missing pattern is 
related to the observed values of the independent 
variables, but unrelated to both the unobserved values 
and the outcome (Dziura, 2013). Accordingly, missing 
data can be fully explained by the observed values of one 
of several independent variables. Following the example 
cited above, if a researcher aims to record mean blood 
pressure readings from clinical notes, it is possible that 
young people have missing measurements in their notes, 
because they are presumably healthy and subsequently, 
they are not expected to have abnormal registrations. In 
this example, missing data of blood pressure are probably 
related to age (independent variable), which has been 
recorded in the dataset. 
3. Missing not at random 
When missing data are related to the outcome, and 
possibly to unobserved values of independent variables, 
the underlying mechanism is deemed MNAR. For the 
same hypothetical study, if the researcher is not 
interested in registering the age of the subjects, the 
mechanism of missing data is MNAR, provided that 
unobserved blood pressure values are more likely to 
happen in young people, and therefore, the distribution of 
age between observed and unobserved blood pressure 
values would be different. It is impossible to estimate how 

different those distributions would be –age has not been 
recorded-, and consequently, there will remain 
systematic differences between missing and obtained 
data, even after controlling for the observed values of the 
independent variables. In other words, the differences 
cannot be entirely explained by the observed data. This is 
the worst-case scenario, because an ideal technique to 
deal with these missing data does not exist, and even 
sophisticated methodologies (e.g., multiple imputation 
and maximum likelihood) are unable to completely 
eliminate the bias (Haukoos, 2007). 

In clinical practice, it is challenging to distinguish 
among these mechanisms. Although typically the MAR 
mechanism is assumed for most analyses, the validity of 
the results strongly depends on the actual pattern of 
censoring (Haukoos, 2007). 

Diagnosis 

It is useful to visually examine the dataset, looking for 
specific patterns, time to dropout (e.g., using Kaplan-
Meier estimators), factors likely to be associated (for 
instance, using logistic regression models) and 
proportions of missing data, thus suggesting an 
association with observed or unobserved values (Dziura, 
2013). In clinical research, dataset obtained from 
biological variables quite often look randomly 
distributed. This pattern is called non-monotone, as it 
cannot be organized in any sequential order. 
Alternatively, a monotone pattern can also be observed, 
particularly in longitudinal studies, in which case missing 
data have a regular pattern of distribution along the 
dataset, mainly due to the progressive dropouts 
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(Haukoos, 2007). The distinction between these patterns 
is important, because certain methodologies to deal with 
missing data may be more suitable than others. 

Prevention 

Table 1 provides key strategies to prevent high rates of 
missing data. Although increasing the sample size 
according to the expected dropouts is recommended, it 
does not account for potential imbalances between 
groups, and the probability of bias will depend on the 
underlying mechanisms (Little, 2012). On the other hand, 
increased awareness of the problem by researchers, 
editors of medical journals and regulatory authorities, 
including FDA (Food and Drug Administration) and 
CONSORT (Consolidated Standards of Reporting Trials) 
guidelines, may have an impact in the manner this topic is 
addressed (O’Neill, 2012). While researchers need to be 
familiar with appropriate statistical methods used to deal 
with missing data, regulatory authorities have the 
responsibility of making a cultural shift from the 
methodologies to deal with missing data towards 
strategies to prevent them in a well-conducted clinical 
trial. 

Treatment 

Conservative treatment: complete-case analysis 
With this approach, only the observed values are included 
in the analysis. Consequently, the sample size and the 
precision of the estimators are invariably reduced 
(Dziura, 2013). This practice has been strongly 
discouraged in modern clinical research -unless the 
dropout rate is very low-, since the intrinsic assumption 
of MCAR is unrealistic -most missing data will be related 
to the outcome, the independent variables, or both of 
them- (Little 2012, Dziura 2013). However, this 
methodology continues to be overused in the report of 
primary analyses (Bell, 2014). 

There are two subsets of methodologies derived 
from complete-case analysis, namely, available-case 
analysis and weighted complete-case analysis. The 
former accounts for data available for statistical analysis, 
thus varying the number of cases analyzed with each 
statistical test. The latter is based on a weight assigned to 
each case depending on whether or not they are 
complete, thus increasing the variance and diminishing 
the precision of the estimators. Although these methods 
are more recommended than complete-case analysis, the 
magnitude of bias is still unpredictable and highly 
dependent on the underlying mechanism (Haukoos, 
2007). 
Interventional treatment 

Missing data can be replaced according to the observed 
values and analyzed following the intent-to-treat 
principle. Options include single imputation, multiple 
imputation and maximum likelihood estimation. 
1. Single imputation 
Although this technique has long been used, the results 
are variable, since they rely on the MCAR assumption and, 
importantly, variance is artificially decreased (Haukoos, 
2007). Some of the preferred techniques are mean or 
median imputation (depending on the data distribution), 
hot and cold deck imputation, regression imputation, last 
observation carried forward (LOCF), baseline 
observation carried forward (BOCF) and worst-case 
analysis. 

Mean and median imputation techniques replace 
the censored data with central tendency measures 
obtained for each variable within each group. However, 
the information provided from other variables is ignored. 
In addition, missing data are replaced based on the 
observed values, thus increasing the risk of biased 
parameters. The inherent variance decrease leads to false 
improvement of the statistical precision, thereby 
increasing the risk of type I error. On the other hand, hot 
and cold deck imputations use a “matched” case from the 
same or an external dataset, respectively, containing 
similar values to replace censored data (Haukoos, 2007). 

Regression imputation provides the predicted data 
for each patient obtained from a linear regression model, 
in which the variable containing censored values is 
included as the outcome and the remainder variables are 
independent. Thus, for each subject the predicted value 
will be different and dependent on the individual 
information from other variables. The model requires 
parametric assumptions. Also, since no additional 
variance is added, it tends to be underestimated. The 
problem can be minimized adding residual errors to the 
predicted values with stochastic techniques (Haukoos, 
2007). Inverse probability weighting is a modality of 
regression imputation, in which variables more likely to 
be unobserved have more weight in the analysis (Diziura, 
2013). 

With LOCF technique, missing data are replaced 
with the last obtained value for each subject. Thus, the 
values are assumed to be unchanged. Although it is 
widely used in longitudinal studies, easy to perform and 
accepted by most peer-reviewers, the risk of type I and 
type II error is increased (depending on whether the 
outcome improves or gets worse in the unobserved 
subjects and the imbalances of dropouts between 
treatment and control groups), particularly in samples 
with earlier or high rate of dropouts (O’Neill, 2012). 
Similarly, BOCF uses baseline values to replace data, 
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thereby artificially diminishing the variance and 
increasing the probability of type I error. Lastly, the 
worst-case analysis is commonly used in logistic 
regression models, in which the binary outcome for the 
missing data is assumed to have the less favourable 
values. However, this assumption may lead to type II 
error (Haukoos, 2007). 
2. Multiple imputation 
The uncertainty of missing values has led to the 
development of multiple imputation techniques. They are 
based on the generation of several datasets, which are 
analyzed to provide estimation of parameters with 
standard deviation and confidence intervals, and 
eventually merged to provide a more plausible 
estimation of the censored data (Newgard 2007, Sterne 
2009). 

Technically, the process uses Bayesian methods 
(e.g., Monte Carlo simulations), taking the observed data 
as the prior distribution and the complete dataset -which 
includes the estimation of missing values generated with 
a likelihood function- as the posterior distribution 
(Newgard, 2007). After an iterative process, multiple 
datasets -usually 5 to 10, depending on the rate of missing 
data- are generated from the posterior distribution, thus 
creating several estimations for a given missing value that 
are followed by statistical analyses of variance (ANOVA) 
of between and within datasets, thus fitting the model to 
each dataset. However, since datasets are randomly 
created, the estimations are not exactly the same each 
time the computational algorithm is repeated (Sterne 
2009, Dziura 2013). The reliability of the technique 
depends on the MAR assumption -which cannot be 
tested-, the normal distribution of the data and the 
variables included in the model (Haukoos 2007, Sterne 
2009). 

It is possible to estimate the relative efficiency of the 
process by dividing the number of datasets over the sum 
of datasets plus the rate of missing data. For instance, with 
10 datasets and 40% of missing data, multiple imputation 
yields 96% of relative efficiency [10/(10 + 0.4) x 100]. 
However, even with 10 imputations, the between-groups 
(datasets) variance is expected to be large, and 
consequently the estimated standard error may have a 
low precision (Newgard 2007, Sterne 2009). 
3. Maximum likelihood estimation 
This model includes a likelihood function that rather than 
replacing data, yields unique estimators with more 
accurate standard errors. Provided that the number of 
datasets used is appropriate, the relative efficiency of the 
technique is comparable with that from multiple 
imputation (Newgard, 2007). Nevertheless, the method is 

reliant on parametric assumptions and is only suitable for 
replacing outcome values (Dziura, 2013). 

Follow-up 

After replacing the missing values, the robustness and 
reliability of the technique needs to be examined with 
descriptive analyses of the imputed values. If 
inconsistencies are suspected, the whole process should 
be revised to find potential explanations of unstable 
values. A sensitivity analysis is also useful to evaluate how 
plausible the imputation was. This technique compares 
different simulations (e.g., intention-to-treat versus per-
protocol analyses) to evaluate the stability of the 
estimators (i.e., p values and confidence intervals), before 
considering it has been successful (Newgard, 2007). 
However, it is noteworthy that sensitivity analyses 
assume a MAR mechanism, and since this assumption is 
unverifiable, the reliability of the results is not 
guaranteed. 

Prognosis 

It depends on the mechanism of missing data. 
1. MCAR: this condition has a benign prognosis, since the 
results are not considered biased. Unfortunately, this 
scenario is not common and most missing data will be 
classified into MAR or MNAR. 
2. MAR: Data can still be handled with single imputation, 
although multiple imputation and maximum likelihood 
techniques are recommended. 
3. MNAR: There is no definitive treatment for this dataset, 
and the results will be biased despite any treatment. A 
"palliative" approach with multiple imputation 
techniques and maximum likelihood estimation may be 
helpful, but the information lost will be important, 
particularly in high rate of dropouts (Haukoos, 2007). 

Sequels 

Frustration and disappointment of the researcher, 
rejection of the manuscript and the waste of time and 
resources represent the aftermath when missing data are 
not suitable to be replaced by imputation techniques. 
However, the most important consequence of 
inappropriate handling of missing data is obtaining 
biased estimates of the results, which can mislead the 
conclusions and influence the clinical practice. 

CONCLUSION 

Considering that in modern clinical research advanced 
statistical software packages are readily available, 
sophisticated methods including regression imputation, 
multiple imputation and maximum likelihood are 
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becoming the preferred techniques to deal with missing 
data. However, a definitive solution does not exist, and 
prevention is by far the best treatment, since the 
uncertainty of missing outcomes is always difficult to 
address. Regardless of which strategy was planned to 
deal with missing data, it is important to be determined a 
priori for the transparency of data and avoid the 
temptation of modifying the clinical trial protocol for the 
benefit of the results. 
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